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Abstract. In this short paper we analyse Freivald’s randomized algorithm for palindrome recognition, we base our analysis on elementary facts of number theory.

Palindrome recognition could be considered as a Toy Model of Stringology, it is the case because the language of palindromes has the following singular feature: there is a perfect matching between upper and lower bounds concerning the time and space complexity of palindrome Recognition, on almost any model of computation. Consider the following list of results:

1. There exists a one tape Turing machine which recognizes palindromes in time $O(n^2)$. The Theorem of Henning \cite{6} says that any one tape Turing machine recognizing palindromes requires quadratic time.

2. Any multitape Turing machine recognizing palindromes requires, at least, real time. A theorem of Galil \cite{4} shows that there exists a multitape Turing Machine recognizing palindromes in real time.

3. Biedl et al \cite{2} proved that for all $m \geq 1$ and for any $m$-dimensional one tape Turing machine $M$ recognizing the language of palindromes, the machine $M$ has a running time $\Omega\left(\frac{n^2}{\log^{m+1}(n)}\right)$. On the other hand, Biedl et al showed that for any $m \geq 1$ there exists a $m$-dimensional one tape Turing Machine recognizing palindromes in time $O\left(\frac{n^2}{\log^{m+1}(n)}\right)$.

4. Any Turing machine recognizing palindromes requires logarithmic space, and there exists a Turing machine which recognizes palindromes using logarithmic space (see \cite{7}).

5. There exists a parallel algorithm which recognizes palindromes in time $O(\log(\log(n)))$ using $O\left(\frac{n}{\log(\log(n))}\right)$ processors \cite{1}, the running time of this algorithm matches the trivial lower bound for the number of processors employed.

6. Yao proved in \cite{8} that any probabilistic one tape Turing machine recognizing palindromes requires pseudolinear time. On the other hand Freivald \cite{3} proved that there exists a probabilistic one tape Turing Machine recognizing palindromes in time $O(n\log(n))$.

In this short contribution we analyze Freivald’s algorithm. Specifically, we compute the error probability of this algorithm using completely elementary facts of number theory. Some times, the analysis of elementary probabilistic algorithms requires nonelementary tools, Freivald claims in \cite{3} that the estimation of the error
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probability of his algorithm requires the use of Cebotarev density theorem. We estimate this probability using elementary arguments which are based on some basic facts of number theory.

1. Freivald’s Algorithm

Freivald’s algorithm, which we will denote with the symbol $F$, is a probabilistic algorithm that recognizes palindromes in time $O(n \log (n))$. Freivald’s algorithm is optimal on one-tape probabilistic Turing machines, since its running time matches the lower bound for palindrome recognition on this type of machines. (Yao proved in [8] that any one-tape probabilistic Turing machine recognizing palindromes has running time $\Omega(n \log (n)))$.

In the presentation of Freivald’s algorithm we have chosen some specific values for the parameters defining it, those specific values allow us to prove our upper bound on the error probability. If we would like to obtain a smaller upper bound, we could use the standard probability amplification techniques or we could choose another set of parameters.

Freivald’s algorithm is the algorithm defined by:

On input $x = x_1...x_n$, algorithm $F$ works in the following way

1. $F$ decides if $n$ is an even number.
2. If $n = 2m$, $F$ computes $y, z \in \{0, 1\}^m$ such that $x = yz$. If $n = 2m + 1$, $F$ computes $y, z \in \{0, 1\}^m$ and $a \in \{0, 1\}$ such that $x = ya$.
3. $F$ chooses, uniformly at random, $64 \log (m)$ numbers from the interval $\{1,...,2^m\}$.
4. Given $n_1,...,n_{64 \log (m)}$ the numbers generated at step three, $F$ computes for any $i \leq 64 \log (m)$ the numbers: $k_i = y \mod n_i$ and $l_i = z \mod n_i$.
5. $F$ decides if there exists $i \leq 64 \log (m)$ such that $k_i \neq l_i$. If it is the case $F$ rejects $x$, otherwise $F$ accepts $x$.

In [3] Freivald claims that the error probability of $F$ is upperbounded by a number which is smaller than $\frac{1}{2}$, but he claims that the verification of this fact requires the use of Cebotarev density theorem. In this short contribution we prove the theorem below, using completely elementary facts of number theory.

**Theorem 1.** There exists $N_0 \geq 150$ such that for all $n \geq N_0$ and for all $x \in \{0,1\}^i$, with $i \in \{2n, 2n + 1\}$, we have that

- If $x \in \text{Pal}$, then $\Pr[F \text{ accepts } x] = 1$.
- If $x \notin \text{Pal}$, then $\Pr[F \text{ accepts } x] \leq \frac{7}{16}$

2. Computing the error probability of Freivald’s algorithm

In this section we estimate the error probability of $F$, and we prove theorem 1.

**Lemma 1.** There exists $N_0 \geq 150$ such that given $n \geq N_0$ and given $\epsilon \in (0,1]$, if we choose uniformly at random $\frac{2 \log (n)}{\epsilon}$ numbers from the interval $\{1,...,n\}$, then the probability that at least one of those numbers is a prime number is bigger than or equal to $1 - \epsilon$.

**Proof.** Given $n \in \mathbb{N}$ we define

$$P(n) = \{p \leq n : p \text{ is prime}\}$$
Chebyshev Prime Number Theorem says that, if $\pi(n)$ is equal to $|P(n)|$, then

$$\lim_{n \to \infty} \left( \frac{\pi(n)}{\frac{n}{\log(n)}} \right) = 1$$

It implies that there exists a number $N_0 \geq 150$ such that for any $n \geq N_0$

$$\frac{1}{2 \log(n)} \leq \Pr_{i \leq n} [i \text{ is prime}] \leq \frac{2}{\log(n)}$$

Let $n$ be a number bigger than $N_0$ and let $(\mathbb{N}^+, \mu_n)$ be the probability space defined by the distribution

$$\mu_n(m) = \left( 1 - \frac{\pi(n)}{n} \right)^{m-1} \frac{1}{\pi(n)}$$

We consider the random variable $X : \mathbb{N}^+ \to \mathbb{R}^+$ defined by:

For any $m \geq 1$, $X(m) = n$

Note that $E[X]$, the expected value of $X$, is equal to the expected quantity of numbers we have to pick out of $\{1, \ldots, n\}$, before selecting a prime number. We have that $E[X] = \frac{n}{\pi(n)} \leq 2 \log(n)$. Given $\epsilon \in (0, 1]$ we have

$$\Pr_{n_1, \ldots, n_{2 \log(n)} \in \{1, \ldots, n\}} \left[ \text{for any } i \leq \frac{2 \log(n)}{\epsilon}, \text{ the number } n_i \text{ is not prime} \right] \leq$$

$$\Pr \left[ X \geq \frac{n}{\pi(n) \epsilon} \right] \leq \epsilon$$

Thus, we have that if $n \geq N_0$ and $\epsilon \in (0, 1]$, the probability of choosing at least one prime number, when we pick $\frac{2 \log(n)}{\epsilon}$ elements out of $\{1, \ldots, n\}$, is bigger than or equal to $1 - \epsilon$.

Let $n$ be a natural number and let $x, y$ be two numbers within the interval $\{1, \ldots, 2^n\}$.

**Lemma 2.** Let $A$ be a set of prime numbers. Suppose that $x \neq y$ and suppose that for any $p \in A$ we have $x \mod p = y \mod p$. Then, $|x - y| \geq \prod_{p \in A} p$.

**Proof.** Suppose that for all $p \in A$ we have that $x \mod p = y \mod p$, then

$$x \mod \prod_{p \in A} p_i = y \mod \prod_{p \in A} p_i$$

Therefore, we have that $|x - y| \geq \prod_{p \in A} p_i$. \qed

Given $x, y \in \{1, \ldots, 2^n\}$, we define

$$A_{xy} = \{ p \in P(n^4) : x \mod p = y \mod p \}$$

We want to prove that if $x \neq y$, then $A_{xy}$ is a set of small size. The proof of the following lemma can be found in [5].

**Lemma 3.** Given $n \geq 150$, we have that $\prod_{a \in P(n^2)} a \geq n!2^n$. 

From now on, we will use the symbol $n$ to denote natural numbers which are bigger than or equal to $N_0$.

**Lemma 4.** Let $A_n$ be a subset of $P(n^4)$ whose size is bounded below by $\frac{\pi(n^4)}{4}$, we have that $\prod_{a \in A_n} a \geq 2^n$.

*Proof.* Let $B$ be equal to the set of the first $\frac{\pi(n^4)}{4}$ prime numbers. It is clear that $\prod_{a \in A_n} a \geq \prod_{a \in B} a$. Also, it is sufficient to show that $\prod_{a \in B} a \geq 2^n$. We claim that $P(n^2) \subset B$. It is the case because $\pi(n^2) \leq \frac{n^2}{\log(n)} \leq \frac{n^4}{32 \log(n)} \leq \frac{\pi(n^4)}{4}$. Thus, we have

$$\prod_{a \in A_n} a \geq \prod_{a \in B} a \geq \prod_{p \in P(n^2)} a \geq n!2^n \geq 2^n$$

\hfill $\square$

**Corollary 1.** Given $x, y \in \{1, ..., 2^n\}$, if $x \neq y$ we have that $|A_{xy}| \leq \frac{\pi(n^4)}{4}$.

*Proof.* Suppose that $|A_{xy}| \geq \frac{\pi(n^4)}{4}$, we have that

$$|x - y| \geq \prod_{p \notin A_{xy}} p \geq 2^n.$$  

Last inequality is not possible, since $x, y \in \{1, ..., 2^n\}$.

\hfill $\square$

**Corollary 2.** Given $n \geq N_0$ and given $x, y \in \{1, ..., 2^n\}$ such that $x \neq y$, we have that

$$\Pr_{n \in P(n^4)} [x \mod n \neq y \mod n] \geq \frac{3}{4},$$

*Proof.* Last corollary says that $|A_{xy}| \leq \frac{\pi(n^4)}{4}$, and it implies that

$$\frac{3}{4} \leq \Pr_{n \in P(n^4)} |p \notin A_{xy}| = \Pr_{p \in P(n^4)} [x \mod p \neq y \mod p].$$

\hfill $\square$

**Lemma 5.** Given $n \geq N_0$ and given $x, y \in \{0, 1\}^n$, if we choose uniformly at random $64 \log(n)$ numbers from the interval $\{1, ..., n^4\}$, we have that

$$\Pr_{n_1, ..., n_{64 \log(n)}} \left[ \exists i \leq 64 \log(n) \left( x \mod n_i \neq y \mod n_i \right) \right] \geq \frac{9}{16}.$$

*Proof.* Lemma 1 implies that

$$\Pr_{n_1, ..., n_{64 \log(n)}} \left[ \exists i \leq 64 \log(n) \left( n_i \in P(n^4) \right) \right] \geq \frac{3}{4},$$

Corollary 2 implies that

$$\Pr_{n \in P(n^4)} |x \mod p \neq y \mod p| \geq \frac{3}{4}$$

Therefore, we have

$$\Pr_{n_1, ..., n_{64 \log(n)}} \left[ \exists i \leq 64 \log(n) \left( x \mod n_i \neq y \mod n_i \right) \right] \geq \frac{9}{16}.$$
Now, we can obtain theorem 1 as an easy corollary of lemma 5.

**Corollary 3.** Given \( n \geq N_0 \) and given \( x \in \{0,1\}^i \), with \( i \in \{2n,2n+1\} \), we have that

- If \( x \in \text{Pal} \), then \( \Pr[\mathcal{F} \text{ accepts } x] = 1 \).
- If \( x \notin \text{Pal} \), then \( \Pr[\mathcal{F} \text{ accepts } x] \leq \frac{7}{3n} \).
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